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I. INTRODUCTION

During November 1975, the Moored Surveillance System (MSS)
Field Validation Test (FVT) was conducted under the sponsorship of
the MSS Project Office (PME 124-30) of Naval Electronic Systems Command.
Applied Research Laboratories, The University of Texas at Austin (ARL:UT),
participated in the processing and analysis of he acquired data. This
report contains the results of the work performed under Contract
N00039-77-C-0003. The purpose of this report is to provide measurements
and analyses of candidate sensor performance based on data from the
MSS-FVT,

This report is partitioned into four volumes. Volume I describes
the data collection system and the measurement system used to obtain
these results. Volume II contains the detailed data products cbtained
with standard frequency resolution processing., Volume III contains
the detailed data products obtained with vernier frequency resolution
processing. Volume IV contains the background information, summary

data products, and analysis,

Since the MSS-FVT was completed, the name of che MSS program has
been changed to Rapidly Deployable Surveillance System (RDSS). Not
only the name but also the scope and requircments of the program have
undergone major revisions. To avoid ambiguity, the term M$SS will
be used throughout this report; however, the issues addressed herein
are those of current interest to RDSS, as specified by the preject

offfce at the time that this report was written.

Volume I is intended to provide a description of the cozplete data
cellection and measurement system used to obtain the results coatained
in Volumes I1 through IV. The contents of this volume are divided into

saven sections. Section II describes the seasors whose performance is

1
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evaluated by this report. Sectiou III briefly describes the data
collection and preprocessing systems that input to the ARL:UT measurement
system (Fig. I-1). The fourth through sixth sections describe the three
major components of the ARL:UT system (Fig. I-2): A/D Conversion and
Data Reduction, Ambient Sound Field Measurement Techniques, and cw
Measurement Techniques. The final section contains recommendations

pertaining to future performance analyses.

The sensor performance measurements and analyses contained in this
report do not address the entire MSS processing scheme. This effort
was designed to directly address the following issues.

* DIFAR and differenced DIFAR beamformer performance improvements
over an omnidirectional seunsor.
+ Signal, noise, and array gain measurements for an MSS candidate
deep moored sensor.
* Bearing accuracy/performance achievable with the ACODAC system/MSS
candidate acoustic array.
* Clutter related (line loading) statistics for a deep moored acoustic
array.
Issues involving signature formatiom, classification, interbuoy target
formation, localization, field management, or field performance are

uot directly addressed.

At the time that this vork was initiated, the ARL:UT measurement
system did not contain many of the required feacures (i.e., DIFAR
beamforming and clutter measuremeats). The sponsor provided ARL:UT
with an outline of the deésired measurement system characteristics and
a2 set of suggested algorithes (Ref. 1). MNuch of the time and rescurces
expended on this effort were used to izplement these features. It was
then found that the specified line formation and line tracking algorithums
did not perform vell on these¢ data. These algorithzs wure subsequeatly
revised by ARL:UT because a reasonable performance level was required

for the execution of this wvork.

2
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Ther: are currently in existence several different systems which
have been used to measure sensor performance. Each of these systems
was designed with different constraints and goals, and their designers
frequ. - tly chove tc use giguificantly different algo:ithms, This
report is intended to furnish sensor performance measurements which
can be compared with those from o~her measvrement systems. To help
facilitate such comparisons, the ARL:UT algorithms znd their associated
assumptilions and models are herein described. Since the ARL:UT systen
functions in a laboratory envirenment without the usual realtime ox
tactical constraints, most of the timing, hardware, and formatting
details have been deleted.
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II. SENSOR DESCRIPTIONS

The MSS candidate sensors for this study were derived from the
outputs of a pair of DIFAR arrays. Each DIFAR array outputs three
channels of information. The first channel contains the output of an
omnidirectional hydrophone. The other two channels contain the output
of collocated horizontal first-order pressure gradients., One gradient
channel has its main response axis oriented north/south, and the other
east/west. The output on each of these channels due to a plane wave
of frequency f and amplitude p which is incident horizontally t< the

array at an angle 6 east of north can be expressed as

xo(t) = p sinwt Omnidirectional Channel,
xc(t) = p cosb sinwt North/South (cosine) Channel, and
xs(t) = p 8ind sinwt East/West (sine) Channel,

where w=21f, These gradient channels have the familiar dipole

directivity pattern (Fig. I-3).

It will be assumed that the response function of each channel is
rotationally symmetric about its main response axis. Therefore, 1f the
above described plane wave 1s now incident at an angle y above

horizontal, the three outputs cau be expressed as

xo(t) = p sinwt s
xc(t) = p cosd cosy sinut , and
xs(t) = p sind cosy sinwt .

1t shcould be noted that both gradient channels null out any signals

arriving from directly above or below (Y=+90°) the array.

DIFAR horizontal beamforming is usually accomplished as a weighted

summation of the three channels:

7
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y(t,$) = [axo(t)+cos¢xc(t)+sin¢xs(t)]/(1+m)

9]

= p sinwt{atcosy(cosd cosbtsing sinb)]/(1+v) .

The present formulation assumes that both directional channels are
weighted by the same nondirectional constant which has been equivalently
represented as a single omni weight factor a«. When a beam is formed

towards the incoming plane wave ($=6),

y(t,8) = p sinwt[atcosy]/(1+a) .

Nete that, if the plane wave is uot norizontally incident (y=0), the
beamformer response will be less than that of the omnidirectional
channel, The beam patterns of the above described DIFAR beamfcrmer are
termed iimacons. 1lhe shape of these limacons can be contrclled by the
omni weight factor a. Limacon plane wave beam patterns for typical
omni weight fzctors are shown in Fig. I-4. Each of these responses

is also rotationally symmetric about this main response axis. The

limacon formed by settinga=1.0 is referred to as a cardioid.

Some of the MSS candidate sensors currently under consideration
consist of four orthogonal limacons. Their beamformer can be expressed

from Eq. (1) as

y(£,0°) = [ax_(£)+x (t)}/(1%+a)  North,

y(t,90%) = luxo(cms(t)llum) Last,
y(t,180°%) = (uxa(t}'xc(t)i/(1+u) south, and
y(t,270°) = (uxo(t)-xs(t)l/(lh) West .

Y
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(C) A simplified block diagram of this beamformer, through Automatic Line
Integration (ALI), is shown as Fig. I-5. When the omni weight factor
is set to 1.0, the beamformer output consists of four cardioids
(Fig. I-6). This configuration is termed the single cardioids sensor

and will be referred to throughout this report.

(9] The time domain beamformer discussed earlier is not an efficient
technique, because each of the four output channels must be Fourier
transformed. A more efficient technique would be to transform each
of the three input chanrels before beamforming. Let the Fourier

transform of each DIFAR channel be approximated by

N~-1

X(f) = % E x(t)e-imtm ,
t=0

.o%
where 1=/-1, Letting Y(f) be an observation vector,

X ()

e =|x ©| .

X (£)
and V(¢) be a steering vector,
a
V($) = | cos¢
sind

*
Much of the following discussion follows that of Ref. 2.

11
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(C) The beamformer output becomes

A(£,4) = VX(¢) Y(f) ;

where * denotes the complex conjugate transpose operation. For sensors

composed of our orthogonal limacons, A(f,9) becomes

A(£,0°) = [axo(f)+Xc(f)] North ,
A(f,90°%) = [axo(f)+Xs(f)] East ’
A(£,180°) = [aXO(f)—XC(f)] South ,
A(£,270°) = [GXO(f)—XS(f)] West .

The beamformer angular power response is then computed as
o(f,9) = A(f,4)A%(£f,¢) .

A block diagram of this Fourier coefficient beamformer is shown as

Fig. I-7.

(C) The ARL:UT measurement is intended to serve as a tool for
investigating sensor performance. As an investigative tool, it is
desirable to save the DIFAR data at a point prior to where it is formed
into specific beams, but after it has incurred most of its computational
overhead (i.e., FFT), For the time domain beamformer, this would require
saving the time series. For Fourier coefficient beamforming, this would
require saving each complex Fourier transform. An alternative technique,

which oeets the dasired criteria, is to compute and save cross-spectra

N
LYy ey
U = §1 Ye() VRO
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(C) The properties of DIFAR cross-spectra are discussed in Ref. 2. A few

of the most important properties are summarized below.

(1) Because the DIFAR elements are spaced much iess <han a
wavelength apart, the acoustic signals on all three chaunels azre in phase.
(2) Because the channels are all in phase, each element qij of
Q is real.

(3) Q is symmetric about its main diagonal, that is, qij”qji'

(4) 1f the signal and noise are zero mean Gaussiasn, then Q contains
all of the information contained in the sequence of observations. The

DIFAR beamformer angular response now becomes
a(f,0) = V*@) Q(f) V($) .
Carrying ocut the indicated matrix operations yields
o(f,p) = (Cl+Czcos¢+C3s1n¢+C4c052¢+CSsin2@)/(l+a)2 K (2)

where

(%4
»

2
P = 0Tayy ¥ (ay%e5)72

c, = 2°q12

O
L}

3 = 209y,

o = (327953072

s - Y3 -

It should be noted that the above expression has the form of a Fourier
series in ¢. This implics that Q contains information about an isotropic
term, a3 well as two directional terms. This further implies that this
beamformer can discriminate between two signal arrivals in the same
frequency cell. The Fourfer series also suggests that an ifuverse FFT

can be used to efficiently form a large rumber of equispaced beams.

16
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For the special case of four orthogonal limacons, the beamformer

outputs become

2 z
° = - N th
o(£,0°) = C_ +C, +¢C (a q11+20q12+q22)/(1+a) or ’

1 2 4
i oy - = 2 2
o (f,90°) Cl + C3 CA (a qll+2aql3+q33)/(1+u) East ,
a(£,180°) C, c, + ¢, (a 4, 20q12+q22)/(l+0) South, and
0(f,270°) = C. - C, - C, = (azq -2aq, . Hq )/(l+u)2 West
’ 1 3 4 11 13 733 *

A block diagram of this beamformer is shown as Fig. I-8. It should be
noted that both the FFT and ALI occur prior to beam formation. This is
the beamformer configuration used for this study. The cross-spectra
were preserved following ALI. Preservaiion of Q required saving six
real numbers for each frequency cell, only five of which are used by the
four-limacon beamformer. The complete presentation of Q allows beams to
be formed in any direction via Eq. (2). It also permits application of
optimal and/or adaptive techniques such as those described in Ref. 3

and applied to DIFAR in Ref. 2.

The various limacon beams described above can be formed from a
single DIFAR array. Because of their rotational symmetry, the horizontal
response of such beams is also their vertical response. As stated earlier,
the array configuration for this study consisted of a pair of DIFAR arrays.
These arrays were arranged one above the other with a spacing of 6.1 m
(20 ft). The lower DIFAR array (B) was used as described above to form
various limacons, and its omnidirectional channel was used as the
reference for measuring relative performance between sensors. Fach
channel of the upper DIFAR array (A) was subtracted from the correspondiag
channel of the lower DIFAR array (B-A) to yield what is termed differenced

DIFAR channels. This can be expressed as .

17
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(C) x:-A(t) - xg(t) - xﬁ(t) Differenced Omnidirectional Channel,

xz-A(t) = xg(t) - xz(t) Differenced North/South (cosine) Channel, and

xg-A(t) = x:(t) - xA(t) Differenced Easst/West (sine) Channel .

s

The purpose of this arrangement was to achieve a horizontal null at all
frequencies. The horizontal response of these differenced channels is
the same as the response of the single DIFAR channels. However, the

vertical response is different and is frequency dependent.

Given a plane wave of frequency f incident to the array at a
horizontal bearing angle 8° east of north, and a vertical angle Y° above
horizontal, the response of a single DIFAR array limacon with a horizontal
steer angle of ¢, relative to the response of the omnidirecticnal sensor,
is

bs(a.Y.Q,a) = [o+cosy (cosdcosO+sindsing) )/ (1+a) .

The angle 8 then correspcads to the horizontal bearing of the incident
plane wave iu degrees east of north, while ¢ is the horizontal steering
angle for the DIFAR beam, also in degrees east of north. The angle v
is the vertical incidence angle of the plane vave measured in degrees
above horizontal. Without loss of generality, choose ¢=0°; then

bs(aaYgﬂ) - (a“‘COSI'COSa)I(l*‘Q) .

The respouse of the diiferenced omnidirectional chaunel is

nfd
hvﬂ(f.\) sin(co siny) .

where d is the hydrophcne separation and < is the sound speed in the

vicinity of the array. This semsor will be referred to throughout this

19
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report as the vertical dipole sensor. Vertical plane wave beam
patterns at approximate frequencies of interest are shown in Fig. I-9,
In this figure and Fig., I-10, 0° and 180° correspond to horizontal
arrival angles, while 90° corresponds to a vertical arrival angle

from the surface. The response of the differenced DIFAK array limacons
can be obtained, by the product theorem (Ref. 4), as the product of the

single limacon and vertical dipole resyonses,

bD(f.epY-O) = bS(G,T,G) bvd(f,Y)
T fd
= (a+cosycosf) sin e siny)/(1+4a) .
o

The only differenced limacons included in this study were differenced
cardioids (a=1). Differenced cardioid vertical plane wave patterns at

approximate frequencies of interest are shown im Fig. I-10.

The receiving directivity index (D1) of a beam is defined as
(Ref., 4)

S an
S .
f b%(0,v) d2

s

DI = 10 log

For J-dimensional isotrupi. noise, the single limacon directivity index
is (Fig. I-1ll(a))

]
PI(a) = 10 log {(m;;"(a*\-%)} .
The directivity index for singie cardioids (a=l) is &4.77 d5. The
paxizus DI occurs at awl/3, shere the DI is 6.02 dB. Single DIFAR array

lizacons forsed with a=l/3 are referred to {n this study as maximus

gain licacoas.
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In an environment where all of the noise is arriving horizontally
at the array, it is appropriate to compute DI with a 2-dimensional
horizontally isotropic noise field. This result is (Fig. I-11(a))

DI(x) = 10 log [(l-kx)z/(a2+%—)] .

The corresponding DI for single cardioids is 4.26 dB, and the maximum
DI occurs at ¢=0.5, where the DI is 4,77 dB., This type of noise field
has been assumed for BEARTRAP DIFAR/KANDE processing (Ref. 5).

All of the DIFAR derived sensors considered in this study consist
of four orthogonal limacons. The minimum horizontal response of such
sensors will occur halfway between the main axis of adjacent beams (45°).
The response at selected angles relative to that of the omnidirectional
sensor 1s shown in Fig., I-11(b). The minimunm response for the single
cardioids sensor is -1.38 dB, and is -2,15 dB for the maximum gain limacons

sensor.

The directivity index of the vertical dipole sensor in a
3-dimensional isotropic noise field is (Ref. 6)

2
DI(f) = 10 log[1 T (2nfd/e )]
o o
= 3,01 - 10 log[l-Jo(0.0ZSf)] .

where Jo(x) is the Bessel function of the first kind and zero order.
(Recall that at frequencies below approximately 125 Hz, the peak array
response is less than unity, and therefore the above expression is not
the usual DI.) This result is plotted as a function of frequency in
Fig. I-11(c). This sensor was primarily {ntended for use only below
27 Hz, where the hydrophone spacing {s less than a wavelength. At
frequencies less than approximately 125 Hz, the main response axis is

vertical and the maximum plane wave response is always less than that
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of the omnidirectional sensor. At very low frequencies (<10 Hz) the
hydrophone spacing is ouly a small fraction of a wavelength; thereruir.
the vertical dipole response to plane wave inputs should be very small
(<-18 dB//omni).

The directivity index of the differenced limacons is (Ref. 6)

2
DI(f,a) = 10 log 4(14a) _ ,
(202+l) 1 - sinZa) -1y (231 a0, 4 SOS2a
2a 3 3 2,
4a la

where a=nfd/cd~0.0126f. This result has been plotted as a function of
frequency (Fig. I-11(c)) and omni weight factor (Fig. I-11(d)). The
above comments on the frequency dependence of the vertical dipole also

apply to the differenced limaconms.

The actual array gains of the single DIFAR, vertical dipole, and
differenced DIFAR arrays is a function not only of the directional
properties of the signal and ambient sound fields, but also of the
interchannel phase and amplitude balance, and the self-noise of the
array. A discussion of the DIFAR array gain degradation due to these

effects is found in Ref. 7.

Following signal detection, one of the next operations fo he
performed for each DIFAR sensor is bearing estimation. As stated earlier,
the current MSS approach is to compose each DIFAR sensor of four orthogenal
limacons. Cansider now a plane wave of frequency f incident to the
single DIFAR array at a horizontal angle ® east of north and a vertical
angle vy above horizontal. In the absence of noise, the four beamformer

——

outputs will be

25
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o(f,0°) = (a+cosycose)2/(1+a)2 North .
o(£,90°) = (a*cosysin@)z/(l+a)2 East ,
o(£,180°) = (a-cosYcose)z/(l-*-a)2 South, and
6 (£,270°%) = (a-cosysine)z/(l+u)2 West .

The current bearing estimator is (Ref. 1)

a ran-1[0(£,90°) ~ o(£,270°)
? m‘hmw-ume

- tan-l[ 2cosysiné ]
2cosycosb

= 9 .

Real signals, however, are seldom encountered without any noise. To
minimize the effect of noise on the estimated beariné, an estimate of
the background noise level on each beam is subtracted from the beamformer

outputs prior to bearing estimation

9 (£,9) ~'°s+N(f’¢) - 0y (£,9) ’

where the bar indicates an estimated quantity. This is sometimes termed
acoustic debiasing. The same bearing estimator can be shown to apply to

the differenced limacon sensors.

As stated earlier, the DIFAR cross-spectral beamformer can
discriminate between two signal arrivals in the same frequency cell. A
maximum estropy bearing estimation technique for DIFAR data has been
developed (Ref. 5) which estimates two bearings directly from the
cross-susctral matrix. This technique could be investigated for applica-
tion to KSS., Anorher technique has been developed by Pryor (Ref. 8),
where & generalized limiacon is used to automatically null out the effects

of broadband directional noise., When the omnidirectional chananel is
26

SECRET




¥

Fh hiseis £ i iiaans Mt ol o Sk e e b

|t

(€)

U)

(©)

©)

CONFIDENTIAL

rzplaced with this generalized limacon, the bearings re automatically
debiased and detection performance improved. Thi: technique may also

merit further investigationm.

The principal characteristics of each of the sensors included iun

this study are given in Table I-1.
In the process of documenting this study, it became apparent that
a sensor with a response similar to that of the vertical dipole could

be formed from a single DIFAR array. Consider a beam formed from the

power on each of the three DIFAR chamnels by

2 2 2 2
X, () = X (£) - X (f) - X (f) .

Substituting the response of each of the DIFAR channels yields

Xi(f) =] - cosze coszY - sinze cosZY

=] - coszy

= sinzy .
Thus the response of this sensor is

b,(r) = siafy] ,
where vy is the vertical aungle above horizomtal.
This sensor has several advantages over the vertical dipole: Because

only power terms are used, it is insensitive to phase imbalance between

DIFAR channels; it has the same response at all frequencies; and it does

uot rely on the coherence of the acoustic field across a 6.1 m (20 ft)

27
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(C) aperture. The DI of this sensor is the same as that of a gradient
channel (4.77 dB). Because of time constraints, this sensor was not

included in this study, but does appear to merit further investigation.

29
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I1I. DATA COLLECTION AND PREPROCESSING

Data collection was accomplished via three specially modified
ACODAC (Acoustic Data Capsule) systems. Each ACODAC system consisted
of an instrumentation pressure vessel (IPV) containing a 7-channel
tape recorder and associated signal conditioning, timing, and control
circuits (Ref. 9). Prior to the FVT exercise, extensive modifications
were made to these systems (Ref. 10), The resultant array configura-
tion is shown in Fig., I-12, DIFAR arrays were located 18.3 m (60 ft)
and 24,4 m (80 ft) above the ocean floor. The electronics were
contained within the sensor housings, junction boxes, and IPV (Fig. I-13).
The directional channels of each DIFAR array were independently compass
corrected to magnetic north. Each of the six alog data channels was
summed with an amplitude modulated reference tone. The seventh channel
contained IRIG C timecode which encoded the day, haur, minute, system 1D,

and AGC settings. The data collection characteristics are summarized

in Table I-2.

The two pressure gradient channels of each DIFAR array were each

obtained from the difference of two geophones. Since these are velocity

sensors, they will be even more sensitive to flow noise than hydrophones.

Because of the very low ACODAC tape speeds (normally 15/160 ips),
significant crosschannel alignment crrors are incurred during recording,
duplication, and reproduction of these tapes. Since the FVT ACODAC data
were primarily intended for DIFAR processing, special procedures were
required to improve crosschannel alignment. The calibration accuracy
required to achieve acceptable DIFAR performance (Ref. 10) is summarized
in Table 1-3. Achieving this accuracy from the ACODAC recordings required
a special playback facility. This playback facility used the reference
signal on each data chaanel to align the three channels of each DIFAR
set. This procedure has frequently been termed D3 (dewow, deskew, and

deflutter). The aligned outputs of this facility were re-recorded in

31
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TABLE 1-2

DATA COLLECTION SYSTEM CHARACTERISTICS (U)

DATA BAND:

DYNAMIC RANGE:
RECORDER SPEED:
RECORDING MODE:
RECORDING DURATION:

AGC:

ARRAY GEOMETRY:

NUMBER OF CHANNELS:

CHANNEL ASSIGNMENTS:

REFERENCE SIGNAL:

e -

10 to 600 Hz

60 dB (Recorder 27 dB, AGC 30 dB)
15/80 ips

Analog Direct

6.5 days (maximum)

5 to 35 dB in 10 dB step with 3 dB hysteresis and
gain of directionals slaved to omnis

Lower DIFAR (B) 18.3 m (60 ft) above bottom
Upper DIFAR (A) 24,4 m (80 ft) above bottom
Pressure Vessel (IPV) 36.6 m (120 f ) above bottom

7 (1/2 in. tape)

B cos {(North/South)

B-A sin (East/West)

B omni

B8-A omni

B sin

B-A cos

IRIG C time code including AGC settings
(only AGC settings for chaanels 3 and 4
are meaningful)

NIV O W N

1250 Hz sine wave with 125 Hz amplitude modulation
recorded in parallel on all data channels (1
through 6)
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(C) TABLE I-3

SENSOR CALIBRATION ACCURACY REQUIREMENTS (U)

SINGLE DIFAR ARRAY -

sin to cos Tracking:
sin to omni Tracking:
Compass Trio:
Frequeacy Range:

D1-FERENCED DIFAR ARKAY -

ounl to omni Tracking:

cos to cos Tracking:
sin to sin Tracking:
Tilt:

33

15° phase *1 dB
20° phase *3 dB

5° p-p phase *1 dB
20 to 600 Hz

15° phasc %0.75 dB
7.5° phase :0.5 dB
7.5° phase :0.5 dB

=3° maximum
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FM mode at a much higher tape speed. Recordings of this type are
relatively immune from phase and amplitude errors. As many as 20 FM

tapes were produced from each ACODAC tape.

After a single set of aligned tapes was produced, the tapes were
duplicated and shipped to the various data processors, including
ARL:UT, The duplication of FM tapes 1s usually a simple procedure.

The duplication station is usually configured to perform a unity-gain
DIRECT-TO-DIRECT mode copy. Since the M signal 1s not decoded, no
additional errors are incurred. Unfortunately, the duplication station
used for these data did not have the required DIRECT mode capacity;
therefore, FM-to-FM copies were made. The resultanc copies were of
poor quality. Small porticus of the data were completely destroyed due
to overdeviation of the FM carrier. Large amplitude imbalances (6 to

8 dB) were incurred, even between two copies of the same tape. Conse-
quently, the dup?ication prccedure may have significantly increased the
amplitude error of these results, which would, in turﬁ, have increased

bearing error.
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IV. A/D CONVERSION AND DATA REDUCTION

The first major component of the ARL:UT measurement system (Fig. I-Zf
is termed A/D counversion and data reduction. This component accepts
single and/or multichannel inputs in analog format and converts them to
time-averaged calibrated autospectra and cross-spectra. These spectra
serve as the primary input to both of the remaining measurement system
components, For this application, the required steps are shown in
Fig, I-14.

Selected portions of the FVT ACODAC data set were processed with
two frequency resclutions. The low resolution data were intended to
emulate MSS standard resolution (0.2 Hz) data. The high resolution

data were intended to emulate MSS vernler resolution (0,0125 Hz) data.

The selected data were first converted from an analog to a digital
representat‘on and stored as an intermediate data product on magnetic
tape. The available timecode ind calilration informa:ion were simultan-
eously extracted. The analog data were cepruoduced on an Ampex instru-
mentation tape recorder with intermediate band electronics. Three
channels, a DIFAR set, were digitized on each pass through the data
set. The analog hardware configuration was dependent or whether standard
frequency resolution (Fig, I-15) or vernier frequency resolution
(Fig. I-16) was desired. The analog signals were bandpass filtered to
prevent aliasing and input to programmable amplifiers under joint
computer/operator control. The amplifier gain was automatically varied at
1 min intervals to obtain maximum utilization of the dynamic range of a
12-bit A/D converter. The gains of the gradient channels were slaved to
the gain of the omnidirectional chaannel, except for constant offsets which
were frequently required to bring the channels into approximate balance. The
A/D converter was precedad by three sinultaneous sample and hold (55+H)
circuits, one per channel. Vernier resolution data were also frequency

translated prior to the SS+H circuits. The frequeacy translator consisted

37
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(C) of three custom made double~balance mixers and low pass filters

W)

)

(Ref, 11). The gain of these low pass filters was adjusted so that
the linear input range of the mixer corresponded to the range of the
A/D converter. The reference for these mixers was derived from the
timebase reference signal recorded on each analog tape. The SS+H
circuits and A/D converter were also triggered at a rate derived from

this reference.

The digitized data were then input to a Control Data 3200 computer
system (Fig. I-17). This computer was used to select amplifier settings
and to ensure that the data did nect exceed the #10 V range of the A/D
converter. The operator had the option of permitting such "clipping,"
and usually did when high level transient signals were present. Such
"clipped" Gata were automatically tagged and then deleted during data
reduction. The digital data were stored on magneiic tape in a format
designed to facilitate later processing, along with time, gain, and
quality indicators. The computer performed error detection which
included timecode monitoring and verification, signal amplitude monitor-
ing, data flow monitoring, and overall synchronization. If synchro-
nization was lost, the process was terminated, and the operator was
informed of its cause. After the appropriate corrective action was
performed, the process was reinitiated prior to the point where
synchronization had been lost. The computer also generated a permanent

log of each interruption and the operator's reaction,

The data were digitized in a sequence of four A/D runs, one for each
of the three vernier resolution frequency bands and one for the standard
resolytion frequency band., The playback tape recorder was first equalized
so that the header calibration sequences had a flat response across the
frequency band of interest. The three analog data channels, from tape
recorder output to SS+H circuit output, were then balaced to within
0.1 dB and $3°, The desired data from vach site were then digitized.

The external calibration sequence (header cals) for these data were

digitized immediately before and after the data digitization, This
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E ;i (U) redundance was used to verify the stability and repeatability of the

§; g; playback system. Amplitude differences were typically less than 0.1 dB.
3 Interchannel phase differences also remained nearly constant (Appendix

] 7 I-A), The amplitude transfer functions (T) of the entire record-D3—

ﬁﬁ 2 duplicate-playback-A/D system were obtained from the measured levels of
the calibration sigrals (M) and their absolute levels (A)

Lo

HORE

_ where f is frequency in hertz. The composite transfer function (C)
;. used to caliirate the data to sound pressure level (SPL) in the water

was

= I()

where R(®) is the amplitude transfer function from the water to the
tape recorder, exclusive of AGC., A(f) was furnished by Woods Hole

Oceanographic Institution, and R(f) is tabulated in Ref. 10.

<) The tabulated values of R(f) apply only to single DIFAR arrays
and neglect the effect of the differencing network (Fig. I-13). The
calibration of the differenced DIFAR data (B-A) was accomplished by
using the linear summation of the corresponding values of R(f).

The composite calibration factors were therefore computed by

Ty ()
C (f) « ——
B R, (6)
3 . )
M (D) Ry(EYT  , and
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As was discussed in section 1I, at frequencies of less than 125 Hz the
respouse of the differenced DIFAR array channels will always be less
than RA(f)+RB(f) because the arrays are less than a half-wavelength

apart.

Transfer functions for the standard frequency resolution data were
computed by log-log interpolation on T and R, The number of calibration
signals within each vernier frequency band was inadequate to define its
response. Therefore, immediately prior to and following the digitiza-
tion, the tape recorder was replaced by a white noise generator, and
the ARL:UT A/D system response was measured. These ..urves were then

used to interpolate between calibration signals.

The final data reduction step accepts as input the digital time-series
data and composite transfer functions, and then computes the outputs
time-averaged calibrated cross—-spectra, All of the computations of the
cross-spectral matrix beamformer (Fig. I-8) through ALI are performed.

In addition, computations are performed to edit and normalize the input
data and to calibrate the results, The FFT length (8192 samples) was
chosen in conjunction with the sample rates to yield the desired
frequency range and resolution. The &pectral window (Hauning) and
overlap (50%) were chosen for their variance reduction properties

(Refs. 12 and 13) and low spectral bias (Ref. 14). The ALl type was
rectangular integration, where all of the spectra computed during the

ALI interval are averaged across cach frequency cell. The spectra output
for each ALl intexval are characterized by the number of equivalent

degrees of freedom. These parameters are summarized in Table I-4.
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(s) TABLE I-4

A/D CONVERSION AND DATA REDUCTION PARAMETERS (U)

PARAMETER STANDARD RESOLUTION VERNIER RESOLUTION
Sauple Rate 1250 Hz 100 Hz
Frequency Range 10 to 600 Hz 46 to 84 Hz (low band)

145 to 183 Hz (mid band)
300 to 338 Hz (high band)

3 FFT Length 6.55 sec 81.92 sec

g; Spectral Window Hanning Hanning

21 Frequency Spacing C.1526 Hz 0.0122 Hz

é: 3 dB Bandwidth 0.2197 Hz 0.0176 Hz

é: Equivalent Noise Bandwidth 0.2289 Hz ‘ 0.0183 Hz

1 FFT Overlap 50% 50%

= 13 ALI Interval 1 min 5 min
ALI Type Rectangular Integration _Rectangular Integration

\ : FFT/AL1 (maximum) 18 7

{ Time Bandwidth Product (maximum) 13.67 5.76
Number of Equivalent 32.3 13.4

Degrees of Freedom (maximum)
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The number of equivalent degrees of freedom of each spectra
is a measure of statistical stability. It has been shown (Ref. 15)
that overlapped FFT processing of windowed Gaussian data results in
spectral estimates whose distribution is very closely approximated by
a chi-square distribution with the appropriate number of equivalent
degrees of freedom. Once this distribution is known, it can be used
to set detection thresholds and to test data for inhomogeneity. The
number of equivalent degrees of freedom for n transforms with 50%

overlap and Hanning is approximately (Ref, 15)

36 n

e TS V-

The value of n may vary between spectra because of the editing

criteria applied to the input.
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V. AMBIENT SOUND FIELD MEASUREMENT TECHNIQUE

The second major component of the ARL:UT measurement system
(Fig. 1-2) is that which accepts spectra as input, and computes and
displays measurements of the ambient sound field (ASF). The goal is
to obtain measurements as a function of frequency and time of the ASF
levels observed by the omnidirectional sensor and of the noise gains
of the directional sensors relative to the omnidirectional sensor.
Clutter measurements are also a property of the ASF; however, since
such measurements require a cw processor, Giscussion of them will be
deferred to the section on cw processing. Noise gain is herein defined

as

ASF level observed via directional sensor
F level observed via omnidirectional sensor

NG = 10 log AS

»

where both levels are determined over the same time interval and
frequency band., If the ASF was isotropic, noise gain would be equal

to the negative of the directivity indices computed in section II:

\{

hcisotropic = -D1 *

The ASF measurements were formed over fixed frequency bands. Fou
the vernier vesolution data, each band was 1 Hz wide and centered at
each integer frequency within the band. For the standard resolution
data each band was 1/10-octave wide (W=0.1). The center frequency
(fc)' lower limit (fL)' and upper limit (fu) for each band are obtaived

from

47

UNCLASSIFIED




g ool

RTITTY

.
.
‘.' H
g
R

)

(€)

)

CONFIDENTIAL

K = 2¥/2

00.3Wi

fc(i) 1

£,(1) = £ (/K

f (1) =£f (1) x K .

u c

where i is the standard band number, and ranged from 43 (fc = 19,5 Hz) to
92 (fc = 575 Hz).

Techniques for extracting a representative cross~spectral matrix
from a frequency band of such matrices are not well established. If such
techniques were available, then the resulting matrix could be used to
characterize horizontal directivity and optimum beamforming (Ref. 2).

For this study, the elements of each cross-spectral matrix were summed
across the desired frequency band; the .esulting sSums were then normalized
to a 1 Hz bandwidth. The resulting matrices from both the single and
differenced DIFAR arrays were then merged (Fig, I-18) into a single ASF
data base. This data base was then acted upon with the cross-spectral
limacon beamformer (Fig. 1-8) to _1ield beam 1. vels and noise gains as a
function of frequency, time, site, sensor, direct.on, and omni weight
factor. A description of the three  Isplay fo:uwals can be found in
Volumes 11 and I1Il.

The expected distribution about the mean value for the ASF
measurements thrcugh 1/10- * ave bands for stationary Gaussian imput data
is shown {n Fig. I-19. Thec.e results are derived in Appendix I-B and
are based on Ref. 16. Whenever the measured distribution exceeds those
of Fig. I-19, this implies that the input data were nonstationary or
non-Gaussian (cw signals). The vertical line on Fig. I-19 denotes the

axpected spread of the -ernler resolution measurements.
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) An additional test was applied to these data to ensure that
the measurements were not contaminaced by the electronic noise floor of
the record-DB-duplicate-playback—A/D system. The level of the electronic
noise floor (E) was approximated from the measured levels during the first
minute of an internal calibration signal (6 h cal). During this minute an
open circuit was input to the ACODAC data amplifiers. This electronic
noise is always present and bisses the resultant measurements (R) above the

actual levels (A),
R=A+E .
If biases of less than 1 dB only are to be tolerated,
10 log(R/A) < 1 ,
then the acceptable measurement-to-noise floor ratjo is
10 log(R/E) < -10 1og(1—10“°‘l) = 6.87 dB .
For these data, any measurements within 6 dB of the measured electronic
noise floor levels were deleted. This resulted in the elimination of all

of the data below 30 Hz.

) The ASF processing parameters are summarized in Table 1-5.
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TABLE I-5
AMBIENT SOUND FIELD PROCESSOR PARAMETERS (U)

Standard Resolution

Vernier Resolution

1 win

0.1 octave

Rectangular
Integration

6 dB

Contamination Criteria
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5 min
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Rectangular
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VI, cw MEASUREMENT TECHNIQUE

5 1)) The third major component of the ARL:UT measurement system

i (Fig. I-2) accepts spectra as input, and computes and displays

measurements based on received cw signals. All cw signal processors

é include the functions of signal identification and parameter estimation.

The selection of an identification technique 1s based on the amount of
information known about the signal. The parameter estimation technique
is selected to provide the desired measurements., Different processing
techniques, when applied to the same data, can yield significantly

§ different results.

() In an earlier ARL:UT FVT study (Ref. 17), the goal of the cw
processor was to obtain cw propagation loss measurements. It was assumed
that the frequency and nominal Doppler shift were known a priori for the
single projector line of interest. The identificaﬁion techknique was
a peak search over a restricted frequency range, and explicit line
tracking from one ALI interval to the next was not required. The
propagation loss parameter was computed from the cw SPL, which was
estimated by summing the received SPL over the band of frequency cells
containing the signal and subtracting an estimate of the ASF SPL in the
same band. Measurements obtained with this technique are relatively
insensitive to Doppler smearing and to the distribution of signal SPL
between and within each cell. The error of such measurements is further
decreased relative to thcse based on single cells, because the ASF was
summed across multiple cells, thus decreasing the expected error of a
mean estimate. Finally, the measurements based on total received signal

SPL correspond to those predicted by most propagation models.

(C) In this study, the goal was te obtain performance measurements for
candidate MSS sensors coupled to a surveillance processor. This processor
had no a priori information on the number of sources, their frequencies,

or their locations. It was required to detect and track all of the lines
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within the processor frequency band. The desired performance measurements
included detection and bearing estimation against simulated target lines,
array gain of candidate sensors, and clutter related (processor loading)
statistics. The processor was also required to output sufficient

ancillary data to permit an interpretation of the performance measurements,

These cw measurements were provided by a sequence of three processors
(Fig. I-20). The single cell processor determined which of the frequency
cells contained signals, and estimated their parameters. The line
related processor formed the detected cells into lines, estimated line
parameters, and tracked the lines through time. The editing and display
processors were used to identify projector lines and exercise artifacts,
and to extract and display the final cw signal and clutter measurements,
Each of these processors was implemented as a separate software program

and will now be described in detail.

Two versions of the single cell processor were used. The first
version provided only for a single beam (omnidirectional or vertical dipole)
sensor without bearing estimation, while the second was a 4-beam (single
or differenced DIFAR) sensor version with bearing (Fig. I-21). Only
the multibeam version will be discussed since it contains all the

features of the single beau version.

The first function of the single cell processor, beamforming, was
accomplished with the cross~spectral beamformer discussed in section 11,
The SPL values for each beam were computed in parallel (Fig. I-8) and

presented to the autodetect routine in order of decreasing frequency.

The mcan background ASF SPL on each beam was estimated by a
clipper/replacement technique (Fig. 1-22). This technique synthesizes
a two-pass estimator., On the first pass, a "clipped" spectrum (y) is
created where the narrow high level lines have been replaced with lower

levels, On the second pass, the mean background ASF SPL is estimated from
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the clipped spectrum, This technique waa intended to reduce the ASF.
estimator bias caused by high level lines.

During the first pass of the estimator, the unclipped spectrum (x)

was first averaged over a 32-cell window centered about each test cell,

1+15

: :E:
X, =— X .
i 32 = i

If the ratio of the test cell SPL to the average unclipped SPL exceeded
a threshold, termed the clipper coefficient,

X
STL
i [

then the test cell SPL was replaced by the product of the average
unclipped SPL and the replacement coefficient,

Rl T

otherwise

During the second pass of the estimator, the background ASF estimate
was obtained by averaging the clipped spectrum over a window of 32 cells
for standard resolution and 64 cells for vernier resolutfon. Each
window was ceantered about a 3-cell gap which contained the detection

test celi.

Selection of clipper and replacement coefficients requires a tradeoff

in the accuracy of the estimator against high level and low level lines.
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By reverting once more to the chi-square approximation for FFT
processing of stationary Gaussian input, the clipper and replacement
coefficients can be computed as functions of ASF percentile level and
the number of equivalent degrees of freedom (Fig. 1-23)., With a
clipper probability of 0.90, 10% of the test cells would be clipped in
the absence of any signals. This clipping of nonsignal cells would
tend to bias the ASF estimate low (Appendix I-C). Any decrease in the
clipper probability would increase this negative bilas (Fig. I-24),

The effect of a low ASF estimate, in the absence of signals, is to
increase the false alarm rate since the detection decision is based
upon the estimated ASF levels., Choosing a higher clipper probability
would decrease the negative bias in the absence of signals, but would
also tend to increase the positive bias of the estimator when signals

are present,

This estimator performs well against very narrow signals, but
degrades quickly if the sigral occupies more than a few cells. This
degradation results in high ASF estimates in the vicinity of broad
and/or very high level signals. The result of this positive bias is
to prevent detection of weak signals near strong signals and to cause
errors in the estimated signal parameters (Ref. 18). These biases
will be larger for a square-law detector, such as was used for this
study, than for a linear detector. For this study the clipper
probability was 0.90, the replacement probability was 0.50, and the
detection ceoefficient was adjusted to compensate for the expected

estimator dlas (Fig. 1-24).

The difficulty of automatically obtaining an unbiased background
ASF estimate iz well known. It has been shown (Ref. 18) that a
wedian based estimate will have a much smaller bias; however, the normal
computation technique of ordering the cells within the noise band is
too costly for operational realtime systems. An alternative median
estimation technique, which is less costly than even the clipper/
replacement technique, has recently been suggested. For a reasonably

flat spectrum, the sugpested procedure, following initfalfzation, is to
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. (C) sequentially compare each cell of the unclipped spectrum (x) with
3 the current value of the estimator (X). Depending upon the result of

! this comparison, the estimator is updated as follows:

if X 2 xi—l’ then Xi = xi-l +a ;

s then Xi - Xi—l ; and

R
25

1£ x, = X,

if Xy < xi-l’ then Xi = xi-l -b .
The background ASF estimate for cell 1 is Xi. If a=b, the median value
is estimated. Other percentile levels can be estimated by adjusting the
ratio of a to b, The stability and response of the estimator are
controlled by the magnitudes of a and b. For nonflat spectra, the
technique is modified by multiplying by a instead of adding, and by
dividing by b instead of subtracting. This can be interpreted as
adding and subtracting on a log scale. This technique has been
used extensively at ARL:UT for applications such as LOFARGRAM
prewhitening, but has not been applied in this study.

(S) Single cell detections were based on the usual Neyman-Pearso.
criteria, wherein the detection threshold is determined by the distribu-
tion of the noise and the desired false alarm rate. Once again the
nolse was assumed *o follow a chi-square distribution, and the false
alarm rate (Pfa) vas set to 10 . The test cell (xi) was sald to be

detected (contaim a signal) if

vhere 7y is the background ASF SPL estimate und Cd is termed the
detection coefficient. The detection coefficieant is related to the

detection threshold (DY) by
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(s) DT = 10 log[l.Sw(Cd-l)] ,

e £ where w is the frequency spacing between cells, and 1.5 is usged to
normalize the frequeacy spacing to its equivalent notise bandwidth

when the spectrum has been Hanned.

(C) The value of the detection coefficieat is couwputed as a function
of the probability of false alarm (Pfa) and the nuabey of equivaler
degrees of freedom (v) by (Ref. 19).

| 3
= ] - < - 2
CaPFeqrm) = {1 gy * 2U-Pg,) 9\~}

f where Z(P) is a ratiunal approximation fur standard ormal probabilities
3 such as (Ref. 19). This result is shown in Fig. 1-25 for selected ALI

intervals.

(U) The uinimum detectable signal level (MDS) was predicted by the
zethods of Ref. 20. These predictions are tabulated with the single

cell processor parameters in Table I-6.

2 4 (§8) The {alse alarm rate ror this study was initizlly specified as

o . 107%, but wss later chamged to 1075 to provije better detections against
ﬁ’% simulated third generation targets. If the false alerm rate had been
left at 10‘6. the standard and vernier detection thresholds and MDS

f would have been raised by 0.9 dB and 1.1 48, respectively.

1 i (<) Thee dotection decision was made in parsllel on all beass uf 2
frequency cell. If 3 signal was detecred on any beaw, the fellowing
cell parameters were gulput:

vell number,

c § | background ASF SPL estimate {sr each beoasn, and

p 3 signal SPL estimate for each boas,
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(s) TABLE I-6
cw PROCESSOR PARAMETERS (U)

Parameter Standard Resolution
ALI Interval 5 min
3 dB Bandwidth 0.2197 Hz
Number of Equivalent

D -ees of Freedom (maximum) 161.6
Noise Window Width 32 cells (4.88 Hz)
Clipper Probability 0.90
Replacement Probability 0,50
Expected Estimator Bias -0.1 dB
False Alarm Probability 1073
Detection Threshold -10.6 dB//Hz
Predicted MDS -10.3 dB (1 Hz)
(Pdet = 50%)

5

6
SECRET

Vernier Resolution

5 min

0.0176

13.4
64 cells (0.78 Hz)
0.90
0.50
~0.4 dB
1073
-15.2 dB//Hz
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where the signal SPL was estimated as the unclipped SPL of the test
cell minus the background ASF SPL estimate on the same beam. These

results were stored on tape for input to the line related processor.

First, the line related processor (Fig. I1I-26) sequentially inputs
the detected cell parameters. Based on these parameters, the detected
cells for each ALI interval were then formed into lines, and the line
parameters were estimated. Finally, the lines were tracked from each
ALI interval to the next, and the resulting line histories were
stored on tape. The navigation reconstruction (Ref. 21) for each
ALI interval was merged with the line histories to be readily available
to the editing and display processors. Each of the algorithms for line

formation, parameter estimation, and tracking will now be described.

Line formation is the procedure whereby the detected cells from an
ALI interval are grouped together as lines on the basis of the cell
parameters. Ideally, all of the detected cells with signals emanating
from the same source (i.e., projector frequency, auxiliary equipment,
or propulsion system harmonic) will be formed into a single line. The
parameters of intercell frequency proximity and bearing proximity
(multibeam sensors only) were used as the basis for line formation
decisions. The S/N of each detected cell could also have been used.
However, the algorithm initially specified for use in this study (Ref. 9)
ignored this clue; therefore, all successive iterations on the algorithum

also ignored it,

The initial algorithm specified that contiguous detected cells be
clustered together as cell groups. A bearing gate was then to be applied
to each cell group. This bearing gate would cause each cell group to be
formed intyu one or more lines. The bearing gate was specified as $35°

for standard resolution data and $:65° for vernier resclution data.

The performance of the above algorithm was evaluated using known

projector lines. It was found that a single projector line frequently
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resulted in multiple formed lines, Further investigation revealed that
a single projector line would frequently result in multiple cell groups
(noncontiguous detected cells) and that the bearing estimates were less
stable than the bearing gates permitted., There are several candidate
causes for these effects, including Doppler smearing during the 5 min
ALI, multipath Doppler differences and frequency interference, source
instabilities, and estimator errors due to the low S/N of some of the
detected cells in each group., The formation of multiple lines for each
projector line resulted in poor line tracker performance. The duration
of each of the formed lines was short, resulting in short holding times,

even when continuous detections were obtained.

This "overformation" of projector lines was eliminated by broadening
the frequency and bearing gates. A brief survey of the data resulted in
a frequency gate of 12 cells for vernier data, which was followed by a
bearing gate whose width was dependent on the intercell frequency

spacing (Fig., I-27). The final line formation algorithm was the following.

Consecutive detected cells are formed into a single line if

(1) the frequency difference between consecutive detections is
less than or equal to 12 cells for vernier data or two cells for
standard data, or

(2) if bearing estimates are available, the bearing difference in
degrees between counsecutive detections, times the frequency difference
in cells, must be less than or equal to 90.
The bearing estimates were computed via the method described in
section I1, and were corrected for magnetic variation by the addition of
approximately 340°. The bearing difference was computed by

AB = min (!Bi-le. 360 - lni-n 1) .

3

The revised line formation algorithm was found to perform well on

projector lines, in that multiple lines were seldom formed. This
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(C) reduction in line loading clearly improved line tracker performance.
The broadening of the frequency and bearing gates also caused an
increase in the false association rate., One possible effect is that

closely spaced lines (doublets) msy be formed into a single line.

©) An approximation to the false association rate can be obtained
by modeling the occurrence of detected cells in each ALI spectrum as a
Bernoulli process, where each Bernoulli trial is an independent single

cell detection decision. Initially ascume that the success rate P8 is

equal to the probability of false alarm. Since the number of successes
in n trials of a Bernoulli process is described by the binomial
probability mass function (PMF), the probability of not detecting another

; cell within the next 12 cells can be expressed as
3 2\ .0 12-0

] PND (O) Ps(l—Ps)

: 12

3 (l-PS) .

Therefore, the probability that another detection will occur within the
next 12 cells and be incorrectly formed with the previous detections

(ignoring the bearing gate) is

Pp=l-Py

-1- q-p )
s

] 1f the false alarm rate were chosen to be 10-3, the false association
rate would be 0.012. This implies that only one line out of 100 would
be incorrectly grouped. To verify this model, the distribution of

: cell gaps between detected cells was measured and fitted with the appro-
» priate binomial PMF (Fig. 1-28). The corresponding success (detection)

and false association rates are
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(A) Ps 0.004 4 0.047

F ,
(B) = 0.002 = 0.024 ,
(€) = 0.0145 = 0,161 , and
(D) = 0,005 = 0,058 .

The false association rates for (C) and (D) were later reduced by
application of bearing gates, and the effect of any residual error was
minimized by selecting line parameter estimators which were insensitive

to them.

The following parameters were estimated for each beam (1) of a
formed line. (Integrals are actually summations over the detected cells,)
- NOISE LEVEL = SN, (£)df/Sdf, where N, (f) is the mean
background ASF level for each detected cell
of beam i.
MAXIMUM S/N = maximum S/N of any detected cell of beam i =

.

the maximum over all detected cells on beam 1
of {signal SPL/[Ni(f)/(l.S Af)]}. where Af is
the frequency spacing between Fourier
coefficients, and 1.5 4f is the equivalent
noise bandwidth of a Hanned spectra.

« MAXIMUM SIGNAL LEVEL = signal SPL of the m~vimum $/N cell of beam i
normalized by 1.5 to correct for the Hamning
window.

+ TOTAL SIGNAL LEVEL = .fSi(f)df, whera Sl(f) is the signal level
estimate for each detected cell of beam {.

« TOTAL S/N = TOTAL SIGNAL LEVEL/NGISE LEVEL.

The maximum estimates are used to address detection issues. The total
estimates are similar to those used in the previous ARL:UT FVT study

and to those predicted by most models.
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The following parameters were estimated for each formed line,

.
[

POWER MEAN FREQUENCY ffsj(f)df/fsj(f)df, where j 1s the beam

with the maximum S/N for the detected cell of

frequency f£.
o2 ]1/2
[f(f F) Sj(f)df/fsj(f)df

2]1/2

+ rms BANDWIDTH

2
[.I'f s, (f)df/f 5 (£)df-F

where F is the POWER MEAN FREQUENCY.

fsin[Bs(f)]XSj(f)df}

« SIGNAL BEARING = arctan {fcos[ns(f)]xsj(f)df

where Bs(f) is the nolse bearing estimate of the detected cell

at frequency f.

fsin[B“(f)]/Sj(f)df}

* NOISE BEARING = arctan
{fcos[Bn(f)]/SJ. (£)dt

where Bn(f) is the noise bearing estimate of the detected cell

at frequency f.
Note that the line bearing estimators are simply weighted summations of
the cell bearing estimates, where the weight is the signal SPL on the
beam with maximum S/N, or its inverse. The detected cell noise bearing

estipates are computed in the same manner as the signal bearing estimstes.

Any received signal is expected to occupy more than one frequency cell.
Even if the analysis bandwidth were made sufficiently coarse and the ALl
interval sufficiently short so that Doppler shifts, sultipath effects, and
source instabilities were contained in a band whose width was less than
the analysis resolution, the recefved signal would still occupy more than
one cell because of the sidelobe leakage of the FFI. This suggests that
signal detection should be performed by techniques which utilize this
phenomenon. Consider for example a detector where two adjacent cells
are required to exceed a threshold. The threshold would be detcrmined

i3
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(C) so as to maintain the desired false alarm rate against stationary
Gaussian input data. This determination would need to account for
the crossfrequency correlation induced by overlapped FFT processing.

7 \ The resultant threshold would be lower than a single cell threshold

E i with the same false alarm rate. This technique could be generalized

; into a matched bandwidth detector which would contain multiple

bandwidths and their associated thresholds. The MDS of the matched

bandwidth detector would be significantly lower than that of a single

- ? cell detector. Such a technique, for detecting lines instead of

: single cells, would also eliminate the necessity for line formation,

and should lead to better line parameter estimates.

(C) The final function of the line related processor (Fig. I-26) was
line tracking. The estimated line parameters were used to link the
lines detected during the current ALI interval to the current set of
active line histories. If the line could not be linked, a new line
history was created. Line histories wee purged froﬁ the active set
after failing to be linked during a specified number of contiguous
ALI intervals.

€)) The initial line tracker specification (Ref., 9) used frequency and
bearing proximity as the basis for a linking decision., For linking,
the current line was required to be within a frequency gate and a
bearing gate (230°) of an active line history. The frequency gate was
0.2 Hz + 0.01 = (center frequency of line history)

for standard resolution, and

+ 1 cell, = 2 cells &n the 50 Kz region,

+ 2 cells, - 4 cells i{n the 150 Hz regicn, and

+

2 cells, - 8 cells in the 300 H#: region

for vernier rvasolution. After a line was linked, the line history

frequency and bearing were to be updated by
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updated frequency = (old frequency + new frequency)/2
and

updated bearing = (old bearing + new bearing)/2.

When applied to known cw signals, the periormance of this line
tracker was found to be poor. Even though the projectors were being
towed at low speed (5 kt), the line tracker gates were insufficiently
wide to link their detections. The result was that several short line
histories were formed for each projector line. Line tracker performance
measures (i.e., holding time) were not evaluated by this study, but a
fair performance level was required so that the desired measures (i.e.,
percentage detection) could be obtained, To provide this performance
level, a new tracking algorithm was evolved. The sole selection
criteria applied to this algorithm was its performance against known

projector lines.,

The revised line tracking algorithm consists of a distance function
and a four-step link selection procedure. The distance function was
designed to provide a measure of the similarity between a line and a
line history. The parameters used by this measure were frequency
proximity, bearing proximity (if available), and S/N. Other clues such
as bandwidth and line dynsmics were not investigared. A general purpose
link selection procedure was first devised, and then used to evaluate

several distance functions.

During the first step of the link selection procedure, the distance
betwaen each formed line and each line history was computed. If the
distance was less than some fixed maximum (Dmax)’ the line history was
added to the list of candidate links for that forwed line. A5 many as
seven candidate links were allowed for each line. During the second
step, the preferred link was selected ivom ihe list of candidate links
for each sensor. The highest preference was given to the line history

with the oost detections (longest). If the longest histories were of
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.»/;’ (C) equal length, the closest (smallest distance) history was preferred.
fi E? If the histories were equally close, the highest frequency history was
; ?- preferred. This ordering was evolved through many iteraclons on the

% data, The longest history criterion is especlally essential for the

ﬂ proper tracking of known cw signals, For example, because of a course

% change within an ALI interval, two lines were sometimes formed at
; significantly different frequencies from a single projector line, If
the longest history criterion was not applied during the following
ALI interval, the precourse change history would not be linked to
postcourse change detections. Two examples of this, during a single

g projector tow, will be shown in Fig. I-31.

) During the third step of the link selection procedure, conflicts
ig& g are resolved between lines having the same preferred line history.
! Preference is given to the closest line. Finally, when all of the
?; Ti conflicts have been resolved, the fourth step is performed. All of
‘ 3 the formed lines for which links have been selecteu are now associated
with the specified line histories. The line history parameters
'é- (frequency, baidwidth, S/N, and bearing) are updated by

] updated value = (old value + new value)/2 .

Those formed lines for which no link was selectied are used t¢ create

new line histories.

3 ¢) Line histories were purged from the active list after six consecutive

L 4;,'/'., e ;l.. ity

ALT intervals during which no new links weve generated.  The active list

had a capacity of 400 line histories.

(C) The form of the distence function was designed to meet the anticipated
worst case tracker requirements for these data. When the projector
platform was proceeding along 2 straight line radial track at a significant
range (>10 ami) from the receiver, the frequency and bearing gates were

tequired to be only as wide as the frequency and bearing estimator errors.
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Since the track was usually nonradial, the gates wer~ wldened to account
for Doppler and bearing rates. Because of (he low platform speed

(<5 kt), these rates were small and could have been tracked by the
initial algorithm,

The tow platforms underwent frequent course changes, sometimes in
excess of 120° (see Volume IV). Such course changes caused very large
and rapid Doppler frequency shifts while leavirg the bearing relatively
constant. 7The normalized frequency shift for a course reversal along
a 5 kt radial tow is 0.34% of the signal frequency, where the effect
of receiver depth has been ignored. The revised line tracker was
therefore provided with a broad frequency gate whogse width is proportional

to the line history center freguency.

The tow platforms frequently passed within close proximity of the
receiver sites. Unlike course changes, both the Doppler frequency rate
and bearing rate can become large at CPA, The maximym Doppler frequency
rate occurs when the platform is directly above the receiver, and is
equal to Vzlrc where V is the platform speed, r is the range at CPA,
and ¢ is the velocity of sound. For a 5 kt speed, 1525 m (5000 ft) deep
receiver, and a 5 min ALI, the Doppler shif: becomes approximately 0.09% of
the signal frequency. The bearing estimate could change by 180" between
two consecutive ALI intervals about CPA., In addition, the bearing
estimates become lass stable when the platform is directly above the

DIFAR sensor.

The large frequency shifts and small bearing shifts due te course
changes, and the smaller frequency shifts and large bearing shifts at
CPA, suggested that the line (racker use a distaace function of the

following form.

D~ adf/f + fsb .
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where Af and Ab are the frequency (hertz) and bearing (degree)
differerces between a line and its candidate line history, f is the
frequency (hertz) of the line history, and o and B are constants, This
function allows one gate to broaden as the other narrows, thus matching

the anticipated conditions.

When values .or o and B were chosen to permit the line tracker to
perform well with the kzown projector lines, the pe:formance against
clutter wus extremely poor, Unrelated, spurious detections were
tracked as lines, resulting in increased processor loading. The
predominant characteristic of these false line histories was that they
were composed of lines with very low S/N. The form of the distance
function was therefore modified to discriminate against sucn links by

narrowing the frequency ¢ ¢ iring gates for low S/N lines.
D = aAf/f + BAb - Yl(SfN)L+(S/N)H] .

where S/NL and S/NH are the signal-to-noise ratios (dB//Hz) of the line
and the candidate line history.

After several 1terations, it was heuristically determined that a
frequency difference of 1.5 vernier cells at 50 Hz was equivalent to
1 dB S/N, which was equivalent to 0,1° bearing difference. The

generalized form of the distance function was

D = 6144 A—ﬁi(% + 0.1 ab(deg) = [S/N (dB//M2) + §/n (GB//Ha)] .
The maximum distances for which linking was allowed (Dmax) were chosen
as 36, if bearing was available, and 30, if not. For example, lines on
single beam (no bearing) sensors with vernier threshold levels (-15 dB)
were not allowed any frequency difference, whereas high level signals
(0 dB) were aliowed frequency rates of up to 0.49%. Little weight was
placed ou bearing because of the rapid changes expected at short range.
The value of this clue would be increased if it were known when the
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(8) source was at short range., It should be possible to obtain such a
clue from the DIFAR estimate of vertical arrival angle achievable
with the vertical sensor discussed in section II. Time did not

permit this investigation to be included in this study.

(C) The form of the line tracker distance function involves the
implicit assumption that the signal should occur at the same frequency
and bearing during each ALI interval. Any deviation from the historic
values causes an increase in the distance measure. Also, the historic
values are updated {n a manner that implies that only a portion of
the measured change is real. The effect, when the line is undergoing
real frequency and bearing shifts, is to successively increase the
distance along the real link, and thus increase the probability of
error. Another technique that merits consideration is that used in the
BEARTRAP program (Ref. 22). The frequer ., and/or bearing rates could
be estimated from recent line history values and used to predict the
future values of these parameters. The distance function would then
be based on the predicted values. In addition to decreasing the chance
of error, this technique furnishes estimates of line dynamics which are
of value for other functions such as signature formation. Also, if a
target was being tracked, but insufficient lines were available for
classification, these parameter estimates could be used to key a
dynamic line integrator (DLI) process (Ref. 23) and thereby increase
the probability of detection on other related target lines.

(C) The iine tracker distance function was evaluated for several

edited projector line histories, and the values plotted in Figs, I-29

and I-30. The lines on each figure denote the restrictions on linking
imposed by the current function. These figures reveal that most, but

not all, of the links could survive more stringent restrictions. The
advantage of tighter linking criteria is a lower clutter (line/processor
loading) rate. The figures also reveal that a few of the correct links
were rejected by the curreut criteria. These links were added in a later

manual editing stage. Automatlc generation of accurate line histories
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(C) may also require a post~line~tracker routine which :~=oclates terminated

line histories with new histories that have similar characteristics.

(s) Finally, the line formation and tracking algorithms that were
developed for these data might not perform well on real data. Further
revisions would be required to track high speed (210 kt) targets and/or
those with unstable lines (Ref. 24).

) The line historles output by the line related processor were manually
edited prior to the generation of final data products. This editing was
accomplished by means of high resolution detection history plots such as
Fig. I-31. All of the detected lines in a 2 Hz band centered about each
projector frequency were plotted as a function of time. Detections
based only on a single cell of a single beam are denoted by X's.

Multicell and/or multibeam detections are denoted by O's. Linking is
denoted by dashed lines. Bearing is denoted by a solid line emanating

from each detection. The length of this line is proportional to S/N.
Ground truth range nautical miles (nmi) and bearing (degrees) are plotted
across the top. These kinds of displays were used to select which history,
histories, or segments of histories corresponded to each projector line.
Following history selection, the measured cw signal parameters were plotted
as a function of time in the format of Fig. I-32. These line history plots
and a description of thelr contents can be found in Volumes II and III,
Following this editing and parameter extraction, detailed and summavry cw
data products were generated, These products and theilr descriptions

are found in Volumes II through IV,

(C) The last data products to be generated by the c¢w mesasurement system,
clutter statistics, were actually a measure of the ambilent sound field,
As such, it was desirable to eliminate any exercise induced artifacts.
For example, Fig. I-33 contains all of the line historics from the single
cardioids sensor at site Al during the 17 November field event. Figure I-34
is an example of the corresponding clutter display for these data. Numerous

lines were held throughout the 12 h interval. Closer inspection reveals
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(C) that many of these lines (Fig., 1-35) emanated from a single projector
platform (CFAV KAPUSKACING), even though only three lines appear in the
projector operations logs. Many of the remaining lines (Fig. I-36)
can also be attributed to exercise related sources (ACODAC, CFAV QUEST,
and R/V CHAIN). When all of these known lines were eliminated (Fig. I-37),
the remaining detections provided more accurate clutter measurements

(Fig. I-38). All of the clutter results in this study were derived with

a similar editing procedure. Even after editing, some exercise artifacts
remain to bias the clutter measurements. The many high frequency lines
of Fig. I-37 beginning at 321/2230 were due to the GNATS system aboard
USS GREENLING (SSN 614). Additional GNATS li.aes can be observed at
321/1300 as USS GREENLING passed CPA. However, even if some residual
artifacts remain, the edited clutter measurements are much wmore repre-

sentative of the true values than the unedited measurements.
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VII, CONCLUSIONS AND RECOMMENDATIONS

A measurement system, typical of those envisioned for use by MSS,

has been developed at ARL:UT. The design was based on the current

ARL:UT measurement system and on the guidelines provided by the sponsor,

The algorithms were finalized after wmany trials and were evaluated on

the basis of their performance against known projector lines., While

clearly suboptimal, the performance of these algorithms was adequate

for the purposes of this study.

were recommended for further study, including the following.

Formation of a sensor with a vertical dipole response from a
single DIFAR array.

A recursive technique for background ASF estimation with i{mproved
accuracy and efficiency.

A metched bandwidth detector technique with a iower MDS than that
of the single cell detector currently in usse.

Use of a i&near predictor by the line tracker to provide more
gccurate tracks and estimates of line dynamics for signature
formation.

A technique for wvertical arrival angle estimation from a single
DIFAR array, which in turn would furnish a range estimate to

improve line trackar and signature formation performance,

Finally, future sensor performance snalysis will not necessarily

rejuire this type of processor, except to obtain clutter results.

Rather, a ow measurement technique which takes advantage of the knowm

source and source platform parameters wvould more readily provide

projeczor iiune histories. 3uch histories would include measutements at

low S/N, many of which would not be detected by the curvent processor.

These histories couid then be used to predict what would have been

92
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Several improvements to these algorithms
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(U) observed by ather types of processors. These results would be more

complete and more easily obtained,

9l

UNCLASSIFIED




10.

UNCLASS'FIED

REFERENCES

L. K. von Perbandt, "Contract N0O0039-77-C-0003 Government Furnished
Information: for use in connection with, forwarding or' (U),
Ser S690 of 22 April 1977. SECRET

M. H. Stripling and R. S. Hebbert, "Performance of DIFAR Using

Adaptive Beamforming" (U), Naval Ordnance Laboratory Technical Repourt

No. 73-202 (NOLTR 73-202), Naval Ordnance Labcratory, White Oak Laboratory,
Silver Spring, Maryland, 27 November 1973. CONFIDENTIAL

D. J. Edelblutte, J, M. Fisk, and G. L. Kinnison, "Crii.eria for

Optimum—signal-detection theory for arrays," J. Acoust. Soc. Am. 41,
199-205 (1967).

Robert J. Urick, Principles of Underwater Sound, 2nd ed.
(McGraw-Hill, New York, 1975).

John P. Cookson, "BEARTRAP DIFAR/KANDE Processing" (U), Technical
Report No. 76-67 (NSWC/WOL/TR-76-67), Naval Surface Weapons Center,
White Oak Laboratory, Silver Spring, Maryland, 2 June 1976.
CONFIDENTIAL

Ken Hawker, private communication, March 1978.

J. B. Franklin, "Surface Suspended Superdirective Arravs" (U),
29th U.S., Navy Symposium on Underwater Acoustics, Vol. II, 31 October
1972, p. 333. CONFIDENTIAL

C. N. Pryor, "Automatic Cardioid Formation for DIFAR Systems" (U),
Technical Report No. 75-141 (NSWC/WOL/TR-75-141), Naval Surface
Weapons Center, White Oak laboratory, Silver Spriang, Maryland,

15 August 1975. CONFIDENTIAL

Scatt €. Daubin, "The ACODAC System,' Woods Hule QOceanographic
Institution Technical Report No. 72-87 (WHOI-72-87), Woods Hole
Oceanographic Institution, Woods Hole, Massachusetts, November
1972 (unpublished wmanuscript).

"MSS Configured ACODAC Svstems Final Engineering Regort," s
Sanders Associates Technical Report No. 76-UL27 (SAN-BOP- -6127),
Sanders Associates, Inc., Nashua, MNew Hampshire, 15 Januaery 1976.

CONFIDENTIAL

95
UNCLASSIFIED




11,

12.

13.

14.

15.

16.

17.

18.

19.

20.

e -y AR - i —

UNCLASSIFIED

R. Peterman, "Special Hardware for ARL Analysis of ACODAC Data,
Volume II," ARL Technical Report (in preparation).

A. H, Nuttall, "Spectral Estimation by Means of Overlapped Fast
Fourier Transform Processing of Windowed Data," Naval Underwater
Systems Center Technical Report No. 4163 (NUSC-TR-4169), Naval
Underwater Systems Center, New London, Connecticut, 13 October 1971,

A. H. Nuttall, "Estimation of Cross-Spectra via Overlapped Fas*
Fourier Transform Processing," Naval Underwater Systems Center
Technical Report No, 4169-S (NUSC-TR-4169-S), Naval Underwater
Systems Center, New London, Comnecticut, 11 July 1975.

A, H, Nuttall, "Minimum Bias Windows for Spectral Estimation By
Means of Overlapped Fast Fourier Transform Processing." Naval
Underwater Systems Center Technical Report No. 4513 (NUSC-TR-4513),
Naval Underwater Systems Center, New London, Connecticut,

11 April 1973.

A. H, Nuttall, "Probability Distribution of Spectral Estimates
Obtained via Overlapped FFT Processing of Windowed Data,' Naval
Underwater Systems Center Technical Report No. 5529 (NUSC-TR-5529),
Naval Underwater Systems Center, New London, Connecticut,

3 December 1976, .

C. S. Penrod, "Statistical Characteristics of Power Spectral
Estimates Derived from Higher Resolution FFTs," ARL Technical
Report (in preparation).

S. L. Watkins, "MSS~FVT Ambient Sound Field and cw Propagation
Measurements for Near-Bottom Sensors at Site A3" (U), Applied
Research Laboratories Technical Report No. 76-52 (ARL-TR-76-52),
Applied Research Laboratories, The University of Texas at Austin,
1 December 1976. CONFIDENTIAL

J. A. Shooter and S. L. Watkins, "Estimation of background ambient
noise levels from the spectral analysis of time series with
application to ¢w propagation loss measurements,” J. Acoust. Soc.
Am. 62, 84-90 (1977).

Handbook of Mathematical Functions, National Bureau of Standards,
Washington, DC, June 1964.

C. N. Pryor, "Minimum Detectable Signal for Spectrum Analyzer
Systems," NATO Advanced Study Institute on Signal Processing,
Vol. 1, 1972, pp. 1-7.1 - 1-7.16.

E. H. Nosenchuk, "MSS-FVT Track Recoustruction/NKavigation Data

Asgessment Analysis,” Naval Afr Development Center Technical Report
No. 76229-60 (NADC-76229-60), July 1976.

96
UNCLASSIFIED




UNCLASSIFIED

22, J, R, Williams and G. G, Ricker, "Digital Line Trackers,"
Interstate Electronics Corporation, 10 December 1971.

23. S. J. McCarthy, "Frequency-Line Detection and Tracking Processes"” (U),
Naval Undersea Center Tech. Publ., No, 492 (NUC TP 492), January
1976. CONFIDENTIAL

24. C. N. Pryor, "Practical Limits of Resolution and Integration" (U),
Naval Ordnance Technical Report No, 72-235 (NOLTR 72-235),
Naval Ordnance Leboratory, White Oak Laboratory, Silver Spring,
Maryland, 31 July 1972. SECRET

-

97
{The reverse of this page is blank.)

UNCLASSIFIED




UNCLASSIFIED

APPENDIX I-A

STANDARD RESOLUTION INTERCHANNEL PHASE DIFFERENCES
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The following set of plots contains the measured interchannel phase
differences as measured at the output of the ARL:UT measurement system.
The first two plots contain measurements of the /RL:UT measurement system
alone., The first set of measurements was performed just prior to digiti-
zation of the analog data; the second set was performed immediately
following this digitization, The remaining plots contain before and after
measurements based on the header calibration signals of the government
furnished (GFE) analog tapes.

Data Identifier Formact:
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APPENDIX I1-B

STATISTICAL STABILITY OF AMBIENT SOUND FIELD MEASUREMENTS
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: ) An estimate of the statistical stability ¢f the ambient sound field
: . (ASF) measurements reported in this study can be obtained oy medeling
2 3 the ASF as a stationary Gaussian random precess. The outjut of a FFT
processor, such as that used herein, for such input will fullow a distri-
: bution wnich can be closely approximated by a chi-square distribution
k. (Ref. 15). The chi-square distribution is completely specified by a
f single parameter, the number of degrees of freedom. In this appendix,
results will be shown regarding tihe number of equivalent degrees of
freedom possessed by an estimate of the average amount of power of a
Gaussian random noise process in a given frequency band, where the estimate
is to be obtained by combining adjacent bins of a higher resolution power
spectrun estimate. (The number of equivalent degrees of freedom (EDF)
of an estimate refers, as usual, to tha chi-square approximation to the
actual distribution of the estimate.) The results are derived in
Ref. 16, where it is shown that, when the high resolution spectral
estimates arve obtained by averaging 50Z overlapped FFTs, the number of
equivalent degrees of freedom of an estimate of the power in a band

containing K+1 FFT bins 1is given by

) K 2
7
2
9 -
"No Z ak
K
ke- 3
) 2 (81)
EDF = X g < B '
< “ 2 ‘ gﬁ-!) 2 !
3, Bl - 25 o)
K K
ke- 3 f=-3
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D Ef (U) where

I: ® 2
i X (1) I, / [W(E)|“af ,

" 4 2) I(k,2) = !f W(E)W (f+Ak’l)df|,

u

f W (£vn, eV af|,

(3) Ik, 2)

-

(4) P is the number of FFTs used to form the high resolution spectral
estimate,

(5) L is the length of each FFT in seconds,

)
O

- (7) a K »cecs 3 are the weighting coefficients assigned to the FFT
-3 5

(8) bins which are summed to produce the estimate, and

(9) W(f) is the spectral window employed.
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(U) For Hanned spectra,

W(e) o Lsinc(f)
2h-a?)

1

and a numerical evaluation of the integrals Ix(k,i) and Iz(k,z) yields

(1.40625 x 107112, k=1
| 625000 » 10212, Jk-1g] =1
2
l1, G, 2) [ =<
3.90625 x 10512 , |k - 1] =2
=0 , k - 2] 23
and
(390625 x 10312 , k=t
281488 x 107512 | |k -t] =1
lxz(k,z)lz =4 9.76562 « 10°% L . k-] =2
112579 x 1074 12, |k - t] =3
=0 . [k - & 24

gives

A straightforward computation for !o

1) = 1.40625 x 10t 2
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(U) Substituting back into Eq. (B2), we have, for Hanned spectra,

k)2
3
2.8125 x 107} p 2 a
k=-§
EDF = J , (B2a)
3
Z Ci 2 akai
130 k,¥3
|k-2]=1i
where
C, = 1.40625 x 107" 2—‘%‘-‘— (3.90625 x 1075 (B2b)
2 2(p- ]
c, = 6.25000 x 107 o 2EA) (2 81008 x 107%) (B2¢)
-3 ke - -
C, = 3.90025 = 107« 2L (9. 76562 x 107", and (82d)
¢, = 2 gasre w0y (62e)
(V) This result was used to compute the EDF for cach frequency band

from which ASF measurezents were obrained. Selected percentile levels
denoting the spread of the corresponding chi-square distribution about

its wmean vaiue vere piotied ia Fig., 1-19.

(U Equation B(2) was also used to predict the statistical variation
in noise gain which could be expected in the adbsence of a signal when

the noise process was isotropic, stationary, and Gaussian. Here the
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(U) noise gain Z(f) is defined as the ratio Xx(f)/Y(f), where x(f) is an
estimate of the noise power contained in a frequency band about f as
;% :i measured by a directional receiver, and Y(f) is the corresponding
3 ; estimate for a nondirectional receiver. In this case, 50% overlapped
Hanned FFTs were used to form estimates of the power spectra for both
. f the directional and nondirectional receivers. It was desired to
5 convert the standard uniform resolution of these spectral estimates
to logarithmic resolution by dividing the frequency range into
1/10-octave bands and sumning all the FFT bins in each band (with uniform
weighting across the band). Using Eq. (B2), the number of degrees of
freedom v for the approximating chi-square distribution could be
determined for both x(f) and Y(f) for each 1/10-octave band. Then,
assuming the direct:onal and nondirectional measurements were statis-

tically independent, standard techniques can be applied to show

@ Yz
P{Z(f‘) < :} = [ f £(x)f(y)dxdy ,
0 0

where

-1 A . a
[2\’/: r'(:,)] x"f'\‘ze :jh . X > o

a x: 0

f(x) =

This integral was evaluated numerically for several values of 2, and

the results were also plotted in Fig. I-19.
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APPENDIX I-C

BIAS OF BACKGROUND AMBIENT SOUND FIELD MEAN LEVEL ESTIMATOR
IN THE ABSENCE OF ANY SIGNALS

i 123
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CONFIDENTIAL

) The background ambient sound field (ASF) mean level estimator used
by the cw signal processor in this study was based on a clipper/
replacement technique. The sound pressure level (SPL) of each frequency
cell which exceeds a clipping threshold is replaced by an estimate of
the medium SPL. A frequency band of the clipped spectrum is then averaged
to estimate the mean background ASF SPL. When no signals are present,
the clipping of high level ASF levels will result in the background
estimator being biased low, The amount of bias, for stationary Gaussian

input data, will now be derived.

(u) When staticnary Gaussian data is processed by a FFT technique such
as that used in this study, the distribution of the output spectra is
closely approximated by the product of a chi-square distribution (xi)
and a scaling term which can be negiected in what follows. The mean

value of the distribution is

-]

E{x(i}] 34/” X xi(x)dx
o

where y isz the number of degrees of freedom defining the chi-square
discributien.

125

CONFIDENTIAL

- ]g.‘.-"'}\},}: o e

g e il s St o PRI § R GNOIRY ISP 5 Tk Wi L VLI M TN



AN T AT AP M Y T SR T Lo S 26

CONFIDENTIAL

<) Define the clipping threshold (Tc) and replacement value TR as
TC = v(C
and
TR = YCR s

where Cc and CR are termed the clipper and replacement coefficlents and
are chosen to set the clipper threshold and replacement values at the

desired probabilities (Pc and PR)' The expected value of the clipped
spectrum is

TC o ® 2
E[x ()] = f b x;(x)dx *l Ty x;(X)dx '

o c

where

-1
2.y . [.v/2 1_] v/2-1_-x/2
XY(X) [& r‘(z) b 4 e

The bias of the ASF estimate is

E[x (®)]
bias = -é—[;**—-—]—(f)

. '1 Tc -
s [YZVZP(-})] f R LN G-k

o

For values of y which are oven integers, the bias becouos
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A -2y 107K

(C) bias = [yzY/z P(YZ-)] e © Y 1

K+1
2 l - KY' | - l
k=0 2 K.( 2)

- (-1)Y/2 7
1\y
i

+ CR(l-PC) .

(U) This function is plotted in Fig. I~-24 as a function of y and PC for a
replacement coefficient corresponding to a probability of 50%.
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